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Opinion

Healthcare is a human endeavour aided by a sophisticated set of diagnostic tools. Healthcare systems are challenged 
with incorporating new and unfamiliar technology into existing systems of practice. The capabilities of Artificial 
Intelligence (AI) in healthcare are expanding at an unprecedented pace. Artificial Intelligence has the potential to 
serve as an invaluable asset in harnessing large amounts of data to generate new diagnostic models, inform clinical 
decision-making, and expand the capabilities of modern medicine. As diagnostic tools such as AI have entered the 
realm of clinical practice, new opportunities have arisen to optimize healthcare delivery. The implementation of AI 
warrants careful deliberation to ensure that implications are considered and consequences are mitigated. Effective 
regulation of AI in clinical practice is essential for managing medico-legal risks and ensuring patient safety. Artificial 
Intelligence systems incorporate and often amplify existing patterns of practice, including societal biases and 
inequitable healthcare practices. The momentum created by such innovations can lead to implausible optimism 
and unintentional consequences. Navigating the transition to an Artificial Intelligence-assisted era of healthcare 
delivery will require an appreciation of the opportunities and limits of each technology. We suggest that professional 
regulatory bodies should establish standards for AI use in healthcare. This would promote safe adoption, build public 
trust, and encourage innovation. 

Abstract

Introduction

Artificial Intelligence (AI) is revolutionizing healthcare 
delivery around the globe. As AI-driven solutions become 
a part of mainstream practice, the global focus has 
shifted from one of predominantly innovation to one of 
regulation. Patient care is becoming increasingly complex, 
and improvements in efficiency are urgently needed, 

prompting the widespread adoption of AI into healthcare 
[1]. However, regulatory gaps remain a prevalent issue and 
effective regulation of AI in clinical practice is essential for 
managing medico-legal risks and ensuring patient safety 
[2]. Numerous studies have emphasized the need for clear 
regulations concerning the ethical and safe use of AI in 
healthcare, and we now find ourselves at a critical juncture 
in the history of AI and patient care.
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Patient-Centered Regulation of AI in Healthcare

In the absence of policies directing appropriate AI 
oversight and accountability, there is a significant risk to 
patient safety if AI-related errors are not monitored and 
addressed. The “black box” nature of AI, where decision-
making processes remain opaque, raises significant 
legal concerns related to liability in case of errors [3]. 
Current legal frameworks struggle to effectively address 
the unique challenges posed by AI, particularly in terms 
of negligence and accountability [4]. Failure to regulate 
AI effectively compromises ethical medical practice and 
patient autonomy, as patients and clinicians are unable 
to properly consider and consent to treatment decisions 
impacted by AI. Ethical AI governance is critical in 
managing the consequences of AI-related biases and 
ensuring social accountability. Advances in increasingly 
powerful AI models have sparked international concern, 
disrupting global markets and calling into question the 
validity of existing regulations. International summits are 
being organized to provide a forum for a convergence of 
international perspectives on the regulation of AI in all 
aspects of daily life, including the provision of healthcare 
and medicine. Given that existing attempts at regulation 
have struggled to keep pace with innovation, an outcomes-
based approach is now being tabled to focus on the specific 
applications of AI, stratified by their inherent risk [5]. 

Regulatory Frameworks for AI: A Global View

In response to global concerns, the World Health 
Organization (WHO) has published a set of regulatory 
considerations emphasizing the importance of trust, 
safety, rigorous evaluation, and stakeholder engagement 
in the development and implementation of AI technologies 
[6]. However, without mandatory reporting mechanisms, 
the opportunity to enhance AI safety and quality assurance 
is jeopardized. Effective communication between 
AI developers, healthcare providers, and regulators 
throughout the regulatory process is integral in sustaining 
and developing trust in AI-assisted patient care. We have 
examined and evaluated various AI regulatory frameworks 
that are in practice in the European Union (EU), United 
States, United Kingdom (UK), Australia, and Canada to 
analyze the progress made in this area.

In 2024, the European Union (EU) mandated the EU AI 
Act regarding risk-based classification of AI applications 
in healthcare and other critical sectors. It categorizes AI 
into four risk levels: prohibited, high-risk, general-purpose 
AI and foundation models, and low-risk. The Act imposes 
strict requirements on high-risk AI systems, ensuring 
transparency and independent assessment. This builds 

on the success of the existing General Data Protection 
Regulation (GDPR) which has significantly shaped 
legislation worldwide [7]. In the United States, the Food 
and Drug Administration (FDA) AI/Machine Learning-
Based Software as a Medical Device (SaMD) Action Plan 
offers a flexible approach that addresses the unique 
interests of patients, clinicians, and regulatory authorities 
[8]. This effort blends well with existing foundational 
regulations such as the Health Insurance Portability 
and Accountability Act (HIPAA), which mandates that 
organizations implement robust cybersecurity programs 
to protect personal information, including electronically 
stored protected health information [9]. 

Collaborative Approach toward Unified Standards

Global efforts also include novel approaches like the 
UK’s Medicines and Healthcare Products Regulatory 
Agency (MHRA), which has implemented an “AI Airlock” 
pilot scheme to test and improve regulatory frameworks, 
streamling their route to market while ensuring safety 
and efficacy [10]. In Australia, there is no dedicated AI 
legislation, instead voluntary AI Ethics Principles guide 
AI development while policymakers consider regulatory 
reforms [11]. Similarly, in Canada, a Voluntary Code of 
Conduct on the Responsible Development and Management 
of Advanced Generative AI Systems acts as a precursor to 
formal legislation, while the Artificial Intelligence and Data 
Act (AIDA) is under consideration [12]. Canada is making 
remarkable progress in responsible AI development, as 
shown by the majority of its provinces and territories 
embracing voluntary AI compliance guidelines established 
by their professional regulatory bodies. These regional 
initiatives not only demonstrate a commitment to best 
practices but also foster consistency in the AI landscape, 
paving the way for future unified national legislation [13, 
14]. 

Conclusion

There has been a global shift towards risk-based 
AI governance, prioritizing transparency, safety, and 
ethical considerations in healthcare [15]. We suggest the 
implementation of a unified AI regulatory policy centred 
on transparency, accountability, and fairness in a non-
punitive yet enforceable manner that prioritizes patient 
rights and respects clinical judgment as the standard 
of practice. A prime role exists for regulatory agencies, 
industry leaders, and policymakers to initiate regulatory 
reforms and promote international alignment in this area. 
AI transparency, bias mitigation, and patient-centered 
clinical decision-making should be the standard of care 
in the deployment of AI in healthcare to enhance patient 
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safety, ensure responsible use of AI, and uphold ethical 
standards in digital health innovations.
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